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Abstract
A regional hybrid gain data assimilation (HGDA) system is 

newly developed using Weather Research and Forecasting model 
(WRF). The WRF-HGDA augments an ensemble-based Kalman 
filter (WRF-LETKF) with information from the variational anal-
ysis system (WRF-3DVAR) by combining their gain matrices. 
The performance of WRF-HGDA is evaluated by assimilating the 
GNSS radio occultation (RO) observations from the FORMOSAT-3/ 
COSMIC (FS3/C) and the FORMOSAT-7/COSMIC2 (FS7/C2)  
under an Observing System Simulation Experiment (OSSE) frame
work. The results demonstrate that the variational correction im
proves the WRF-LETKF, with the equal-weighted WRF-HGDA  
outperforming its component DA systems in the moisture and 
wind fields when only conventional observations are assimilated. 
Assimilating additional RO data from FS7/C2 further improves 
the WRF-LETKF and WRF-HGDA systems. Although the varia-
tional correction for the mid-level temperature causes degradation 
in the WRF-HGDA analysis, this can be alleviated by adjusting 
the combination weight to include more flow-dependent informa-
tion in WRF-HGDA at these levels. Further tuning of the static 
background error covariance used in WRF-3DVAR also brings 
some improvement in the WRF-HGDA wind analysis. Our results 
imply that a well-tuned variational system is critical for the accu-
racy of the regional HGDA analysis. 

(Citation: Chang, C.-C., S.-C. Yang, and S. G. Penny, 2022: 
A regional hybrid gain data assimilation system and preliminary 
evaluation based on radio occultation reflectivity assimilation. 
SOLA, 18, 33−40, doi:10.2151/sola.2022-006.)

1. Introduction 

Hybrid data assimilation (HDA) has become the state-of-
the-art approach for operational numerical weather prediction 
(NWP). Many HDA frameworks have been proposed to introduce 
flow-dependent background error covariance (B) estimated by a 
set of ensemble forecasts into a static climatological B as is used 
in the canonical form of the variational (VAR) methods (Lorenc 
2003; Buehner 2005; Wang et al. 2007). The blending of different 
B matrices is typically implemented as a weighted sum of the two 
covariance terms (Hamill and Snyder 2000) and named as hybrid 
covariance data assimilation (HCDA). An alternative hybrid 
concept was proposed by Penny (2014) that applied the blending 
to the gain matrices. The hybrid gain data assimilation (HGDA) 
combines the gain matrix from an ensemble-based Kalman 
filter (EnKF) and a variational method. Because the gain matrix 
includes as components the B and observation error covariance 
(R) matrices, HGDA can further take the R into consideration in 
the hybridization. HGDA has been tested with various numerical 
models of different complexity, ranging from simple dynamics 
(Penny 2014; Chang et al. 2020; Azevedo et al. 2020) to large-scale  

models used for operational forecasts of atmosphere and ocean 
dynamics (Penny et al. 2015; Bonavita et al. 2015; Houtekamer 
et al. 2019, 2021). These studies have shown that HGDA can im-
prove the analysis accuracy compared to either of the two original 
analysis methods used alone. 

For regional data assimilation, studies have mainly focused on 
HCDA (Zhang and Zhang 2012; Poterjoy and Zhang, 2015; 2016).  
In this study, a regional HGDA system is newly developed to 
combine the WRF-LETKF and the WRF-3DVAR systems with 
the purpose of improving regional NWP by leveraging advantages 
from both systems. 

One of the great challenges for improving local severe 
weather prediction is the accuracy of the initial moisture analysis 
(Yang et al. 2014). Among the space-borne observation platforms 
measuring moisture information, the Global Navigation Satellite 
System (GNSS) radio occultation (RO) observation has become 
an important observation type. Studies assimilating RO observa-
tions have shown positive impacts on tropical cyclone prediction 
(Huang et al. 2005, 2010; Chen et al. 2018, 2020) and the pre-
diction of heavy rainfall (Yang et al. 2014; Huang et al. 2016; 
Chang and Yang 2022). The recently launched FORMOSAT-7/
COSMIC2 (hereafter FS7/C2) provides about 5,000 RO profiles 
per day (Schreiner et al. 2020). In addition, FS7/C2 has a better 
penetration rate than the FORMOSAT-3/COSMIC (hereafter FS3/
C; Chen et al. 2021). Lien et al. (2021) confirm that assimilating 
FS7/C2 observations has significant impacts on the operational 
global NWP system at the Central Weather Bureau. 

Given the importance of the moisture analysis, this study 
aims to understand the characteristics of the newly developed 
WRF-HGDA in the context of RO assimilation and the inheritance 
of contributions from the component DA systems. We investigate 
how the additional adjustment derived from the WRF-HGDA 
system can modify the impact of assimilating GNSS-RO observa-
tions through the hybridization of the gain matrices, in particular 
with more RO profiles available from FS7/C2. The results of 
this study aim to improve understanding of the characteristics 
of HGDA implemented in a regional model and the impacts of 
assimilating observations produced by the latest RO mission. The 
sensitivity experiments may also be useful as a guide for adjusting 
the variational DA system used in HGDA. Given that WRF- 
HGDA is a newly developed system, the investigation is first 
conducted under the Observing System Simulation Experiment 
(OSSE) framework.

The remainder of this article is organized as follows. The 
methodology and the experimental setup are described in Section 
2. Results are presented and discussed in Section 3, and a summa-
ry is given in Section 4. 

2. Methodology 

2.1 Hybrid Gain Data Assimilation (HGDA) 
HGDA forms a hybrid combination of gain matrices derived 

from arbitrary sources. It was first proposed by Penny (2014) 
using EnKF and VAR components. Penny (2014) provided two 
implementations for conducting the HGDA and it was termed as 
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the nature run, a 5-day ensemble forecast with 50 members is 
initialized at 1200 UTC 10 September 2006 in order to cover the 
early lifetime of Hurricane Helene. The ensemble member that 
has minimum accumulated track error for Hurricane Helene is 
selected as the nature run. To account for model errors, the nature 
run is simulated with the WRF V3.7.1 configuration while the ex-
perimental simulations use the WRF V3.2.1 configuration. These 
imposed model differences act as a surrogate for the true model 
errors, and increase the uncertainties of the representativeness of 
the numerical simulations. Both the nature run and experimental 
simulation have a grid spacing of 27 km and 31 vertical layers. 

Synthetic observations are generated by mapping the nature 
run states to the desired observed variables and then adding 
random noise which is sampled from a standard Gaussian dis-
tribution multiplied by the observation error. The observations 
assimilated in this study include conventional GTS (Global 
Telecommunication System) observations (includes the synoptic 
stations, radiosondes, ships, buoys, and aircraft reports) and RO 
refractivity observations from FS3/C and FS7/C2. The locations 
of the synthetic GTS and FS3/C RO observations are taken from 
real data, while the FS7/C2 observation locations are obtained 
from an orbit simulator. 

c. Experimental setup
Three experiments were conducted with different sets of ob-

servations. The first experiment only assimilates the synthetic con-
ventional GTS observations via different DA systems. The purpose 
of this experiment is to understand the general performance of 
each DA system. The second and the third experiments assimilate 
the conventional GTS observations and additionally with the FS3/
C observations and the FS7/C2 observations, respectively. Figure 
1a shows the distribution of the FS3/C and FS7/C2 observations. 
The initial ensemble was generated by adding perturbations that 
are randomly drawn from the static background error covariance 
used in the WRF-3DVAR (Torn et al. 2006) to the NCEP (National 
Centers for Environmental Prediction) FNL reanalysis. After a 
3-day ensemble forecast to spin-up the ensemble perturbations, a 
2-day assimilation cycle from 1200 UTC 13 September to 1200 
UTC 15 September was performed with a 6-h interval. Rather 
than analyzing any particular hurricane case, this study examines 
the overall characteristics of the DA systems with the focus on RO 
assimilation. 

Although the 2-day assimilation seems to be short for the 
DA system to reach its asymptotic level of performance, the fun-
damental features of WRF-HGDA are well exhibited. The flow- 

scenarios a and b in Chang et al. (2020). Scenario a is a two-step 
sequential update that conceptually uses the VAR to adjust the 
analysis mean state of the EnKF, while scenario b is a parallel 
update that mirrors the traditional HCDA approaches to use the 
same background in VAR and EnKF and is more computationally 
economical. This study adopts scenario a as the HGDA and focus-
es on examining how the variational optimization improves the 
analysis mean state that has been updated by EnKF.

The hybridization is performed by blending the solutions of 
the VAR analysis (xa

VAR) and the EnKF analysis mean state (x–a
EnKF) 

with a given combination weight, α , 
x–a

HGDA = (1 - α) x–a
EnKF + αxa

VAR.	 (1)
The VAR analysis is obtained by taking the EnKF analysis mean 
state as the background field in HGDA scenario a. Substituting the 
background state and analysis increment form into the analysis 
solution (Eq. 1), we have 

x–a
HGDA = x–b + [KEnKF + αKVAR (I - HKEnKF)](yo - Hx–b),	 (2)

where x–b is the background ensemble mean state, yo is the obser-
vation vector, H is the observation operator, and KEnKF and KVAR 
are the gain matrices obtained from the EnKF, and the VAR, res
pectively. By defining the hybrid gain matrix (K ) as:

K  = [KEnKF + αKVAR (I - HKEnKF)],	 (3)
the hybrid analysis state is simply expressed as:

x–a
HGDA = x–b + K  (yo - Hx–b).	 (4)

Equation (3) demonstrates how the HGDA combines the gain 
matrices. More detailed derivations are given in Penny (2014). 

At each cycle, the HGDA re-centers the analysis ensemble 
perturbation (Xa¢ 

EnKF) at the updated hybrid analysis state:
XHGDA = x–a

HGDA vT + Xa¢ 
EnKF,	 (5)

where v is a column vector of ones. Since the HGDA is developed 
from the EnKF perspective, the re-centering process treats the 
hybrid analysis state as the EnKF analysis mean state to be cen-
tered upon, which forms a hybridized analysis ensemble (XHGDA) 
for conducting the next DA cycle. Such a re-centering of an EnKF 
analysis mean toward a more accurate mean state improves the 
representation of the dynamical uncertainties that are used to 
form the B matrix (Yang et al. 2012; Chang et al. 2014). Thus, the 
HGDA not only adjusts the EnKF analysis mean state, but also 
indirectly improves the estimated B matrix through the ensemble 
evolution of the EnKF components as the DA process is cycled.

2.2 Experimental configuration
a. DA systems

Three DA systems are implemented here with the regional 
WRF (Weather Research and Forecasting) model (Skamarock 
et al. 2008): WRF-3DVAR (Barker et al. 2012), WRF-LETKF 
(Yang et al. 2014), and WRF-HGDA. The fundamental parameters 
used in WRF-3DVAR are tuned for this experiment. For instance, 
the static climatological B matrix is generated using the NMC 
(National Meteorological Center) method (Parrish and Derber 
1992) with the CV5 control variables (i.e. the streamfunction, 
unbalanced velocity potential, unbalanced surface pressure, unbal-
anced temperature, and pseudo relative humidity). To adequately 
reflect the characterization of RO observations, the error variance 
and the characteristic length-scale related to the temperature and 
moisture fields are tuned to optimize the performance of WRF-
3DVAR, based on the assimilation of conventional and FS3/C 
observations. The WRF-LETKF employs 36 ensemble members 
with a horizontal localization radius of 250 km and a multiplica-
tive inflation of 8%. An equal combination weight (i.e. α  = 0.5) is 
chosen for this preliminary WRF-HGDA study.

b. OSSE configuration
An OSSE is conducted to evaluate the impacts of assimi-

lating the RO observations with the WRF-HGDA. During the 
experiment period, there were three hurricanes (Helene, Gordon, 
and Florence) that occurred over the Atlantic Ocean. To generate 

Fig. 1. The distribution of FS3/C (red points) and FS7/C2 (blue points) RO 
observations in the experimental domain.
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dependency has been established in the ensemble-based B matrix 
within the 2-day period, such as the dynamic uncertainties of 
the hurricane development. Despite the fact that the resolution 
is not high enough to represent the detailed structure of TC, the 
model state during this period is able to capture the evolution of 
TCs over the Atlantic well enough to investigate how to use the 
information from the VAR with a static B and the EnKF with the 
dynamic-evolved B for the hybrid data assimilation.

3. Results

3.1 General performance of DA systems with conventional ob-
servations

The performance of a DA system can be evaluated using a 
statistical quantity, the absolute error difference (AED) between 
the analysis (Ana) and the background states (Bgd): 

AED = abs (Bgd - Truth) - abs (Ana - Truth),	 (6)
where ‘Truth’ is provided by the nature run. A positive AED 
indicates improvement. Figure 2 shows the AED of moisture field 
at 700 hPa with conventional observation assimilation. The stand-
alone WRF-3DVAR provides an efficient moisture correction 
in the first DA cycle (Fig. 2a) while the WRF-LETKF produces 
flow-dependent corrections with a shorter horizontal length-scale 
due to the localization. Given that the same background state for 
the first DA cycle, the WRF-LETKF produces an equivalent result 
to the first step update of the WRF-HGDA. We note that the vari-
ational correction at the second step shows a positive AED around 
the coast of South America (the green box in Fig. 2c), and thus 
the positive AED of WRF-HGDA (Fig. 2d) extends over a bigger 
region with a larger magnitude than the WRF-LETKF. However, 
the WRF-3DVAR also introduces inaccuracies (the red box in Fig. 
2c) into the WRF-HGDA. We note that the moisture is tricky to 
handle in a variational system with the static B and the moisture 
analysis increment may contaminate the WRF-3DVAR analysis 
(Bannister et al. 2019). As mentioned by Chang et al. (2020), the 

combination weight used in the WRF-HGDA helps mitigate the 
invalid variational correction, resulting in a milder degradation. 
Hence, with more DA cycles, the WRF-HGDA has the smallest 
domain-averaged root mean square error (RMSE) with respect to 
the nature run. For instance, the domain-averaged RMSE of mois-
ture at 950 hPa of WRF-3DVAR, WRF-LETKF, and WRF-HGDA 
are 1.471 g Kg−1, 1.340 g Kg−1, and 1.313 g Kg−1 in the last DA 
cycle, respectively. The performance of WRF-LETKF is close to 
that of WRF-HGDA, while the WRF-3DVAR is the worst per-
former.

3.2 Impacts of RO observation
RO refractivity is a function of temperature, moisture and 

pressure and is not a direct observation of a single prognostic 
model variable. A single observation experiment was conducted 
to understand the fundamental characteristics of assimilating an 
RO refractivity observation for each DA system. The refractivity 
innovation is one unit of refractivity larger than the background at  
900 hPa and the location is chosen to be within the circulation 
of the Hurricane Helene. Compared with the moisture correction 
of WRF-LETKF (Fig. 3d), the WRF-3DVAR (Fig. 3a) produces 
a broader and stronger correction that dominates the moisture 
correction of the WRF-HGDA (Fig. 3g). The amplitude of the 
temperature correction resulting from WRF-LETKF (Fig. 3e) is 
larger than that of WRF-3DVAR (Fig. 3b), thus the WRF-HGDA 
(Fig. 3h) gains a smaller temperature adjustment from the WRF-
3DVAR. In WRF-3DVAR, the background error correlation be-
tween zonal wind and refractivity is weak (Fig. 3c), so the WRF-
3DVAR obtains limited corrections from the RO assimilation. 
In contrast, the WRF-LETKF has a strong cross-variable error 
correlation between these variables owing to the high dynamical 
uncertainties around TC. Figure 3f suggests that assimilating 
the refractivity can enhance the cyclonic structure of Hurricane 
Helene in the WRF-LETKF, and the WRF-HGDA (Fig. 3i) has 
also inherited this capability. Since the characteristics of assimilat-
ing the refractivity observation with DA systems are similar in the 
zonal and meridional winds, only the results for zonal winds are 

Fig. 2. The AED of horizontal water vapor (QV) analysis field at 700 hPa of (a) the stand-alone WRF-3DVAR, (b) the stand-alone WRF-LETKF (i.e. the 
first step update of WRF-HGDA), (c) the second step update of WRF-HGDA, and (d) the WRF-HGDA.
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shown.
Next, cycled DA experiments are conducted. In addition to the 

conventional observations, the FS3/C and the FS7/C2 experiments 
assimilate the synthetic RO observations from the FS3/C and the 
FS7/C2, respectively. Figure 4 shows the domain-averaged RMSE 
of the FS3/C and the FS7/C2 experiment at the first and fifth 
DA cycles. The performance of the stand-alone WRF-3DVAR 
assimilating either FS3/C observations or FS7/C2 observations 
is comparable in general. This may be partially attributed to the 
static B matrix which is well-tuned for the stand-alone WRF-
3DVAR with only GTS and FS3/C observations assimilated. 
Considering that the moisture distribution is inhomogeneous, the 
use of a static B matrix can introduce degradation in the moisture 
analysis (e.g. Fig. 2a) due to the homogeneity assumption applied 
in modeling a static B. Given this, assimilating more RO profiles 
available from FS7/C2 may not be as beneficial for the moisture 

analysis. Also, the static B matrix may need to be tuned for the 
assimilation of FS7/C2 observations. Both the WRF-LETKF and 
the WRF-HGDA show positive impacts on the moisture and wind 
fields when FS7/C2 observations is assimilated and this advantage 
becomes greater when assimilating more RO observations (FS3/C 
vs. FS7/C2) at later DA cycles. However, the temperature field has 
different behavior. At the lowest level, the WRF-LETKF has the 
worst performance. We suspect this could be due to the limited en-
semble spread, which is constrained by the fixed lower boundary 
condition such as the unperturbed sea surface temperature. The 
variational correction of WRF-HGDA provides useful information 
for mitigating this deficiency in the WRF-LETKF. At the levels  
between 900−700 hPa and 500−300 hPa, the WRF-LETKF anal-
ysis better fits to the nature run, with a smaller RMSE than the  
WRF-3DVAR. This advantage also becomes clearer when as-
similating more RO observations and when conducting more DA 

Fig. 3. The analysis increment produced by assimilating the pseudo refractivity observation at 900 hPa. The panels from top to bottom display results using 
WRF-3DVAR, WRF-LETKF, and WRF-HGDA. The panels from left to right display water vapor (Q), temperature (T), and zonal wind (U). The blue cross 
and the black triangle indicate the location of pseudo observation and the eye of Hurricane Helene in the background state, respectively. Note that while the 
analysis increments for Q and T are in general agreement in sign between the WRF-3DVAR and WRF-LETKF, the analysis increments are quite different 
in sign and structure for the zonal wind.
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cycles (Fig. 4d).
Relative to the WRF-LETKF, the larger temperature RMSE 

between 900 to 300hPa presented in the WRF-HGDA is further 
explained by Fig. 5. Figure 5 shows the AED of temperature field 
in the fifth DA cycle of FS7/C2 assimilation at 700 hPa. At this 
time, both the stand-alone WRF-3DVAR and the WRF-LETKF 
generally provide valid correction to the background error, 
improving the accuracy in temperature. However, for the WRF- 
HGDA, the inaccurate variational correction (Fig. 5c) that is 
potentially made by the improper static B used in WRF-3DVAR 
shows not only in areas where the stand-alone WRF-3DVAR has 
degradation, but also in areas where WRF-LETKF provides a 
weak improvement, such as the African continent. In other words, 
although the variational correction indeed provides corrections in 
areas that WRF-LETKF barely corrects, most of the corrections 
lead to degradation. Even though the combination weight plays 
the role of relaxing the invalid variational adjustment back toward 
the WRF-LETKF analysis (red box in Figs. 5c and 5d), the invalid 
variational adjustment still degrades the WRF-HGDA relative to 
WRF-LETKF between 900 to 300 hPa. 

3.3 Results of the sensitivity experiments with WRF-HGDA
As mentioned in the previous section, the WRF-HGDA gains 

clear improvement in the moisture, the wind, and the low-level 
temperature fields, while there is a degradation of temperature 
analysis between 900 to 300 hPa. To further understand the 
potential of the WRF-HGDA, two sensitivity experiments are con-
ducted to modify the static B matrix and adjust the combination 
weight. The FS7/C2 experiment using the default setup is named 
as the control run. 

Chang et al. (2020) pointed out that the performance of HGDA  
is sensitive to the static B matrix. Although we have tuned both 
the background error variance and horizontal length-scale of the 
temperature and moisture variables, which are the variables direct-
ly related to the RO refractivity, we noticed that WRF-3DVAR has 
a much larger RMSE in the wind field (Fig. 4). Since the moisture 
transport depends on the dynamic processes, the accuracy of the 
wind field can affect the impact of RO assimilation. For improving 
the performance of WRF-HGDA, it is not sufficient to tune the 
static B matrix only for the variables related to the refractivity. 
Hence, a sensitivity test is performed with the modifications on 
the characteristic length-scale and variances of static B matrix to 

Fig. 4. The domain averaged RMSE of (a) water vapor (QV) at the first DA cycle, and (b) the fifth DA cycle. (c) and (d), (e) and (f) are the same as (a) and (b) 
but for the temperature and zonal wind fields, respectively. The blue, red, and green lines show the result of the WRF-3DVAR, the WRF-LETKF, and the  
WRF-HGDA, respectively, assimilating the FS3/C (dashed lines) and FS7/C2 (solid lines) observations. It is noted that the difference between the blue 
dashed and dotted lines in (c) and (e) are indistinguishable because the RMSE difference is very small when assimilating FS3/C or FS7/C2 observations for 
the first DA cycle.
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consider not only the temperature and moisture related control 
variables but also the control variables related to the horizontal 
wind fields. The tuning is also based on the FS3/C assimilation 
with stand-alone WRF-3DVAR. Experiments using this new tuned 
static B matrix are named with ‘OptW’ (optimization with wind 
component).

Figure 6 shows the percentage change in averaged RMSE of 
the sensitivity experiments in the last four DA analysis cycles rela-
tive to the control run. A negative value indicates a positive impact 
obtained from the sensitivity experiment. Given the significant 
improvement of VAR_OptW, the HGDA_OptW inherits the ben-
efit of an improved variational analysis in the wind field (Fig. 6c). 
However, the new tuned static B matrix cannot provide a further 
improvement on temperature above 500 hPa and slightly degrades 
the performance on the moisture field. This result demonstrates 
the importance of the static B matrix, which is non-trivial to op-
timize for the purpose of improving the WRF-HGDA. It is worth 

pointing out that such impact should not be attributed to the use of 
RO observations directly since the correlation between refractivity 
and zonal wind background errors is weak (Fig. 3c). 

Another drawback for the HDA is that the combination weight,  
which affects the performance of the hybrid system severely, is 
determined empirically. To illustrate the sensitivity to the combi-
nation weight, the HGDA_w02 experiment decreases the combi-
nation weight from the default value (α  = 0.5) to α  = 0.2 and thus 
a stronger weightage is placed on the flow-dependent component 
of WRF-HGDA. Another purpose is to understand how to mitigate 
the invalid variational correction in the temperature field. Despite 
that the equal-weighted WRF-HGDA outperforms the HGDA_
w02 at the first analysis cycle (not shown), HGDA_w02 leads 
to an improvement in temperature as the DA cycling progresses. 
This reflects the fact that the correction from EnKF becomes more 
useful when the flow dependency of the ensemble-based B is well 
built (Caya et al. 2005; Kalnay and Yang 2010). Nevertheless, 

Fig. 5. The AED of temperature analysis field at 700 hPa at the fifth DA cycle when additionally assimilating FS7/C2 observations for: (a) the stand-alone 
WRF-3DVAR, (b) the stand-alone WRF-LETKF, (c) the variational correction at the second step update of WRF-HGDA, and (d) the total adjustment of 
WRF-HGDA. 

Fig. 6. The percentage change in averaged RMSE of sensitivity experiment and control run in the last four DA cycles for a) moisture, b) temperature, and 
c) zonal wind fields. The negative value indicates a positive impact on the changes of sensitivity experiment. The blue (green) line represents the WRF-
3DVAR (WRF-HGDA) using the static B matrix optimized with considering the wind component. The red line represents the sensitivity experiment of the 
WRF-HGDA with α  = 0.2.
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HGDA_w02 leads to an improvement in temperature as the DA 
cycling progresses. The degradation of WRF-HGDA caused by 
the variational adjustment at the mid-levels is reduced in the 
HGDA_w02. Nevertheless, the issue of insufficient ensemble 
spread at the lowest level unavoidably becomes severe with more 
information from the WRF-LETKF. Results of adjusting the 
combination weight suggest the WRF-HGDA can be improved if 
the weight could be varied with the altitude, especially in the tem-
perature correction, for example potentially following Azevedo 
et al. (2020).

4. Conclusion

A newly developed regional DA system, the WRF-HGDA, is 
established and its potential is examined within an OSSE frame-
work. The HGDA combines the gain matrices from component 
DA systems rather than forming a hybrid combination of only 
the B matrices. In this study, the WRF-HGDA is composed of 
the component systems WRF-3DVAR and WRF-LETKF. The 
purposes of this study are to (1) improve the understanding of 
the characteristics of the WRF-HGDA and the impacts by assim-
ilating different RO datasets (the FS3/C and the FS7/C2), and (2) 
examine the sensitivity of WRF-HGDA via adjusting the static B 
matrix used in WRF-3DVAR. 

Results show that the variational adjustment of the WRF- 
HGDA improves the analysis of moisture and wind fields com-
pared with the WRF-LETKF. Assimilating more RO data in the 
FS7/C2 experiment further reduces the RMSE of those variables 
with the WRF-HGDA and WRF-LETKF systems. With the help 
from WRF-3DVAR, the WRF-HGDA outperforms the WRF- 
LETKF in the temperature fields at the low levels (below 900 hPa) 
owing to the limited ensemble spread constrained by the boundary 
conditions. However, for the temperature field at the mid-levels, 
the variational correction is improper, and thus the WRF-LETKF 
performs best. This degradation of WRF-HGDA can be attributed 
to the invalid variational adjustment, primarily due to inaccuracies 
in the static B matrix, and changing the combination weight allevi-
ates such negative impacts. A further tuning of the static B matrix 
by considering the temperature, moisture, and wind components 
improves the impact of the stand-alone WRF-3DVAR and the 
WRF-HGDA on the wind field, but the impact on other variables 
is not significant. 

This study examines the performance of HGDA in a regional 
model. The benefits of WRF-HGDA mainly depend on the effec-
tiveness of the variational correction, which is closely associated 
with the static B matrix. It implies that a well-tuned WRF-3DVAR 
implemented with the WRF-HGDA is a key component for 
improving the regional HDA system. The importance of the DA 
components with a static B or a flow-dependent B may vary with 
the model resolution. As noted in Feng and Wang (2021), they 
only use the full flow-dependent B in the innermost domain of a 
nested setup without combining the static B in the hybrid EnVAR 
system for a TC study with a cloud-resolving model because the 
static B results in a negative impact as the resolution is increased. 
Therefore, how to optimize the use of component DA systems 
through the combination weight is crucial to not only the HCDA 
but also the HGDA. To further improve the WRF-HGDA, other 
methods should be examined, such as applying a spatially varied 
weight (Azevedo et al. 2020) or removing the need for a combina-
tion weight by using an orthogonal update (Chang et al. 2020). 
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